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• Kenya approaches epidemic control, as such
HIV positivity has reduced to < 1%

• Supply disruptions for HIV test kits and
resource reallocations have resulted to
decreasing HIV testing volumes

• We developed and deployed a risk profiling
machine learning (ML) model to maximize
yield from scarce HIV testing resources.

• The ML model uses probabilities to assign patients
into “highest," "high," "medium” and “low”
categories of risk.

• The ML model is integrated in the electronic
medical records (EMR)

• During HIV testing, health providers carry HIV risk
assessments to identify those eligible for testing.

• Risk scores generated by ML are used to alert
providers and recommend testing for clients in
“highest," "high," and "medium” risk categories

HIV Testing Data Collection and Evolution of models

The Gain chart in Figure 4 shows sensitivity for
a fixed proportion target for the best performing
XGBoost model. 62% of all positive tests were
among the 10% of patients with the highest ML
risk score. Over 92% of all positives were
among the 50% of highest ML risk scores.

The ten most important features included a mix
of demographic, clinical, behavioral, temporal
and locational attributes as shown in Figure 5.

Figure 6 shows the impact of each feature in the
model. If a client tested is part of an Index
testing strategy, is divorced, or presumed to
have TB following screening, to suggest a client
is likely to test positive.

Implementation at the site: KenyaEMR

Machine Learning implementation & Model-Building Process

• Integrating the ML model into KenyaEMR, an OpenMRS
based EMR (Fig 7), enables providers to generate risk
predictions even in remote offline settings.

• Regular model updates are installed in the EMR through
the normal upgrade process.

• The introduction of HTS-ML in Kenya improves efficiency
of HTS providers by maximizing positivity while
minimizing the number of tests performed.

• Adoption of ML in HIV testing catalyzed Kenya’s efforts
towards efficient case finding as part of epidemic control
activities.

Conclusion
The model’s effectiveness in segmenting patients by
positivity risk demonstrates the model capability to support
the HIV eligibility screening process and improving HIV
case finding.

The XGBoost model performed best among all model
types (AUC 87.8). The model successfully concentrated
positive tests among high-risk scores: 75% of all positive
tests occurred among the 18.6% highest risk scores.
Table 1 below shows comprehensive results

Table 1

Field Results of the Model: Apr - May 2023

Positives and Negatives by Risk Category 

Highest 
Risk High Risk 

Medium 
Risk Low Risk Total

# Tests 2,804 6,143 16,654 24,707 50,308 

# Positives 436 391 506 306 1,639 

# Negatives 2,368 5,752 16,148 24,401 48,669 

Precision (positivity rate) 16% 6% 3% 1% 3%

Precision (positivity rate) 5%

Collectively, Patients classified in the “highest," "high," and
"medium“ risk categories encompass 81.3% of patients with
HIV positive results and 50% of the total tests conducted

Overview of the epidemic Approach of the model

Table 2: Risk categorization for patients who were tested for HIV in Kenya from 
April 2023 to May 2023 and uploaded to NDW. 
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